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I. EXECUTIVE SUMMARY 
Fracture physics based tools for predicting and diagnosing structural failure are needed to 
improve the readiness of DoD assets. The research effort reported here is aimed at improving 
understanding of the evolution of deformation and failure of material microstructure—an 
underlying component of practical tools for predicting the fitness of a structural system for the 
next mission and determining the cause and reconstructing the history of structural failure.  

In this project we performed the following:  

(1) Extended the development of a finite element microstructural failure model to simulate 
damage development in the microstructure of a nickel superalloy. The algorithm can be used in 
conjunction with continuum/empirical procedures in seeking more accurate predictions of crack 
growth.  

(2) Developed and demonstrated a procedure for determining from the fracture surface whether a 
failed component had experienced overloads, and for estimating the overload magnitude and 
crack delay. This procedure can be used to help determine the cause and history of a failure.  

(3) Developed a method to extract and categorize fracture surface features that will assist in the 
development of prognosis models and enable a database approach for failure analysis.  

The results of this project contribute to the fracture physics base upon which future prognosis 
and failure analysis technologies will be anchored.  
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II. INTRODUCTION AND BACKGROUND 
The Department of Defense has a recognized need for improved prognosis algorithms and failure 
analysis tools. Structural failures in aircraft, ships, and other DoD systems cost several billion 
dollars annually and seriously compromise defense system readiness [1]. For example, in the 
past decade, failures of aircraft engine components due to high cycle fatigue have resulted in 70 
lost fighter planes 23 lost lives, and periodic grounding of the fleet for up to 30 days at a time. 
The annual costs of lost aircraft, unscheduled maintenance, and component redesign attributed to 
high cycle fatigue alone is $600 million. The value of being in a readiness posture in the field 
cannot be measured in dollars. If a recurring failure mode such as high cycle fatigue could be 
accurately predicted, or if details of the load history experienced by a failed engine component 
could be determined, the costs and losses could be substantially reduced by redesigns, altering 
operational protocols, and choosing alternative solutions such as adding damping or redirecting 
air flow.  

Prognosis 
Current methods for predicting structural asset failure (prognosis) are based on continuum 
assumptions and empiricism. Linear elastic fracture mechanics concepts modified to account for 
plastic flow are the starting point for most algorithms that attempt to compute crack growth rates 
and hence component lifetime. Parameters describing material behavior under different load 
conditions needed for the algorithms are determined by curve-fitting results of failure tests 
conducted in the laboratory. This approach has served well, but has several important 
shortcomings. Most particularly, it cannot address the typical wide range of crack growth rates 
measured in fatigue tests and resulting from the variation in microstructure of real materials. 
Therefore, failure predictions are modified with large measures of conservatism to ensure failure 
does not occur. Consequently, the Air Force estimates that over 95% of their turbine engine discs 
are retired unnecessarily—and at a cost of several hundred million dollars per year. 

Continuum/empirical algorithms cannot predict the life of a specific component, because they 
compute average behavior. The inherent variability of materials and component service history 
are not considered. Materials exhibit an infinite array of grains, defects, second phase particles, 
and the like, each of which has different shape, orientation, internal structure, and such, and 
hence behaves differently when approached by a crack front. This accounts for the scatter band 
observed in results of a fatigue test series. 

Similarly the service experience of a component varies from aircraft to aircraft, and so 
“identical” components on different aircraft will fail at different times. Differences in the number 
and severity of maneuvers, foreign object impacts, hot starts, oil starvation, and the like will 
cause the life of one component to differ from another. Such differences are not accounted for by 
current life prediction methodologies and thus limit their usefulness in assessing the readiness of 
a specific asset. Thus, to insure against failure, components are designed and their service 
monitored using a safety factor applied to the lower bound of the scatter band. As a consequence, 
components that have substantial life remaining are taken out of service – and at a high cost to 
the government. A methodology that acknowledges specific mission history and treats 
microstructure by accounting for deformation and failure occurring at the grain level is needed to 
circumvent the shortcomings of current life prediction algorithms. 
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Diagnosis 
The inverse of the prognosis problem is failure diagnosis. When aircraft turbine blades and discs 
fail, details of the cause and progression of damage (often fatigue crack nucleation and growth) 
need to be determined to prevent future catastrophic failures. At present this desirable 
information is usually unobtainable. Advances in failure analysis tools are needed. Since the 
topography of fracture surfaces may hold information about the loads that caused and grew the 
crack as well as the nucleation time and growth history of the crack, methods to quantify and 
interpret failure surface features must be developed. 

A particular diagnosis issue is to determine the load history experienced by a failed engine 
component. Such information is necessary for improved component design and for specifying 
component operating conditions for future missions. In-service baseline steady-state load 
conditions are superimposed with a random spectrum of overloads and underloads of variable 
amplitude and frequency. Such load perturbations affect crack front geometry, disrupt steady-
state fatigue crack growth, and produce markings on the failure surfaces. If these markings could 
be detected and quantified, the timing and magnitude of overloads might be obtainable from the 
failure surfaces of the component. However, an understanding of the effects of overload on crack 
tip deformation is needed, if more than a correlative relationship between overload magnitude 
and height of the failure surface mark is to be achieved. 

Thus, more reliable tools for failure prognosis and diagnosis require an improved understanding 
of how material microstructure deforms and fails. The work reported here aimed at advancing 
failure physics and thereby contributing to improved tools for predicting and diagnosing 
structural failure.  
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III. FINITE ELEMENT MODEL OF MICROSTRUCTURAL DEFORMATION AND 
FAILURE IN IN100 

The objective of this task was to develop a failure prognostic algorithm for engineering materials 
based on the evolution of microstructural damage. A finite element constitutive model was 
developed that simulates the deformation and failure that occurs in the microstructure of nickel 
alloy IN100 under fatigue loading conditions. The model was implemented into the three-
dimensional finite element code, LSDYNA3D [2] and used to simulate crack growth in an IN100 
compact tension (CT) specimen under cyclic fatigue loading conditions. 

Approach  
The approach for calculating damage evolution is based on a multiplane damage model 
developed at SRI over the past several years and applied to model cracking in several materials 
including metals, geological materials, concrete, asphalt, and solid propellant [3]. We were 
guided in model development by observations and data published by Miner [4], Cowles [5], 
Mercer and Soboyejo [6, 7] and others [8, 9]. To model the microstructure in crystalline metals, 
like IN100, each grain in the polycrystalline structure was discretized into computational 
elements, as shown in Figure 1. Damage accumulates within each element on planes that are 
oriented along the crystallographic slip planes for that grain. 

Within a grain, the planes of all the elements are oriented in the same direction, but for different 
grains (e.g., grains 1 and 2 in Figure 1), the plane orientations are different. For a polycrystalline 
structure, the orientation of the planes for each individual grain can be randomly chosen or 
specified directly, for example, based on data obtained from an orientation-imaging microscope.  

 
Figure 1. Polycrystalline structure showing grains and slip planes. 

Crystal Plasticity 
The procedure for calculating the stresses in each element is based on a multiplane compliance 
method as referenced above. As slip occurs, it increases the compliance of the element in the 



 

5 

direction of shear along the slip plane. To illustrate the computational approach, we describe the 
procedure for an element with a single slip plane under an applied stress, σ . The total strain, tε , 
in the element is decomposed into elastic, eε , and plastic, pε , components according to equation 
(1).   

 t e pε ε ε= +  eq. 1 
Plastic strain occurs only on slip planes and in directions corresponding to crystallographic slip 
systems. As shown in (2), the plastic strain on a plane is calculated from the resolved shear stress 
in the slip direction through a compliance term, pC , that includes the transformation of the 
applied stress into the shear and normal stress components on the plane. In our current 
formulation, the compliance term is proportional to the current value of slip on the plane. 

p pε C σ=  eq. 2 

As shown in (3), combining the compliance due to the plastic strain on the slip plane with the 
elastic compliance of the element gives an equation for the total strain in terms of σ .  

t e pC Cε σ σ= +  eq. 3 
Taking the rate form of (3), using the chain rule and rearranging, we can calculate the stress rate 
in the element from the strain rate for each time step, as shown in Equation (4).  

( )t e p pC C Cε σ σ= + +  eq. 4 

Note that pC changes with time as plastic slip grows, but the elastic compliance, eC , does not 
change. In discrete form, as required by the finite element formulation, the increment in stress is 
given in (5) as a function of the strain increment. 

( ) ( )1e p t pC C Cσ ε σ
−

∆ = + ∆ − ∆  eq. 5 

For multiple planes, the compliance of each plane is simply added into the total plastic 
compliance of the element. Modeling the damage accumulation along slip planes allows many 
important features of fatigue response of metals, including the growth and broadening of shear 
bands, to be represented in the simulations. This formulation, combined with data on saturation 
states of stress, allows us to represent important fatigue plasticity phenomena observed in 
experiments.  

Figure 2 shows the stress-strain curve for an element with two active slip planes and kinematic 
hardening, subjected to three fully reversed loading cycles. The general shape of these curves is 
based on the modeling work by Morrison and coworkers [10]. In this example, enough strain was 
imposed for each cycle to generate clearly observable plastic strain, to show the shape of the 
hardening curve, and to illustrate the Bauschinger effect. Although it is not obvious from this 
figure, small amounts of slip occur on the planes even at very low stresses and the stress-strain 
curve is changing gradually at low loads.  
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Figure 2. Sample stress-strain curve for multi-plane plasticity model. 

The model as such reproduces many of the important features observed in fatigue loading. All 
shear slip occurs on crystallographic planes and because the effective yield stress is so low, even 
at stresses well below conventional yield loads, small plastic strains accumulate and form slip 
bands that grow with many cycles. These growing slip bands interact with grain boundaries and 
eventually lead to cracking.  

We implemented two different approaches for modeling failure of the material. The first method, 
implemented into the explicit analysis, allows microcracks to initiate by releasing nodes on the 
grain boundaries when the adjacent elements have accumulated a threshold value of plastic 
strain. The second method, implemented into the implicit analysis, grows cracks by eroding 
failed elements. Both formulations allow us to include details about the microstructure into the 
calculated fatigue response of the material and gives us the capability to implement additional 
laws governing microstructural damage as more information becomes available. 

The constitutive model was implemented as a user-defined material first in DYNA2D and then 
into LS-DYNA3D. Although the model is formulated to be fully three-dimensional, full three-
dimensional analyses of grain structures within a tested specimen are currently not practical on 
our Linux cluster (8-node PC cluster with 16 Pentium III processors). However, it is practical to 
analyze full models that are a single element thick.  

Test Specimen 
As a challenge problem we chose to simulate fatigue tests performed at AFRL. The compact 
tension (CT) specimen dimensions, shown in Figure 3, are 50.0 mm long, 28.0 mm high, and 
9.93 mm thick. The steel loading pins are 10 mm in diameter, spaced at 22.0 mm on center, and 
located 10.0 mm from the edge. The notch tip is located 17.0 mm from the edge. Two specimens 
of nickel superalloy IN100 (AS-213, AS-216) were tested at 650°C under well-controlled fatigue 
loading conditions by workers at the AFRL. Fatigue cracks were grown at a constant baseline 
maximum stress intensity of 30 MPa√m. The two specimens were tested at different stress ratios, 
R=0.05 for Specimen 213 and 0.50 for Specimen 216, and for each specimen the crack was 
initially grown at 20 Hz and then at 0.167 Hz. In our simulations, we applied load cycles with 
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R=0.05. Because we did not include dynamic effects or time-dependent effects (such as creep) in 
the material response, the frequency of loading was not considered. 

 
Figure 3. CT specimen. 

Explicit Analysis 
In the first year we developed the constitutive damage model and analysis method using 
LSDYNA3D and explicit time integration.  To demonstrate the utility of the model we 
performed a series of simulations to analyze the microstructural response of material in the notch 
region of the compact tension specimen shown in Figure 3 under cyclic loading. Our approach 
for the explicit analysis is illustrated in Figure 4. We first calculated the two-dimensional elastic 
stress field around the notch tip using a relatively coarse mesh. Figure 4a shows the stress 
contours in the specimen and a closeup view of the mesh at the notch tip. We then created a 
refined two-dimensional model of the IN 100 microstructure as shown in Figure 4b. At this 
scale, the mesh consists of gamma grains (shown in colors) interspersed with gamma prime 
precipitates (shown as gray). The actual grain configuration we modeled was an approximate 
distribution based on our metallographic observations of IN100, such as shown in Figure 4c. 
This multiscale method is necessary when explicit time integration is used because the time step 
required for such small elements makes simulating the whole specimen in a single simulation 
impractical. 
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a) CT specimen model b) Detailed mesh of process zone  c) IN100 microstructure 

Figure 4. Sample calculation scheme for explicit analysis. 

We then applied the stress field for the cyclic load as calculated at the notch tip to the upper and 
lower boundaries of the refined mesh shown in Figure 4b. The right boundary, along the notch 
side, was modeled as free, and the left boundary was constrained to move vertically. Details such 
as slip band growth (length and width), interaction with grain boundaries, and intragranular 
cracking can be incorporated into the model. 

Figure 5 shows fringes of damage strain and calculated slip bands in the microstructure after 
three fully reversed cycles of above-yield-stress load. Figure 5a shows diagonal bands of high 
strain in grains that developed as a result of plastic strain occurring on the slip planes. In this 
image the gamma prime particles, which were assumed to remain elastic, are shown in green. 
Figure 5b shows that calculated slip bands have grown in the orientations corresponding to high 
shear stresses in the primary slip directions. The orientations of the slip planes vary among grains 
because the sets of primary directions for each grain have been given arbitrary initial rotations. 
Figure 5c shows a highly strained area around a gamma prime precipitate, and an intergranular 
microcrack that formed because the average plastic strain in the elements at the grain boundaries 
exceeded the specified threshold limit.  
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 (a) (b) (c) 

Figure 5. Calculation results. (a) damage strain. (b) calculated slip bands. (c) strain-induced 
cracking at a grain boundary. 

Implicit Analysis 
In this second year we improved our finite element model in two significant ways.  First, we 
switched from explicit to implicit analysis which allowed us to model the complete specimen 
response for several load cycles, and second we improved our model for cracking so that we 
modeled crack growth through the microstructure.  

We began using a new version of LSDYNA3D (Version 970) [2] that includes an option for 
implicit time integration as well as user defined materials with failure for a Linux platform. 
Using implicit time integration allows us to calculate fatigue response for an entire CT specimen 
or disc portion under many cycles of load. Modeling the complete specimen assures correct 
boundary conditions in the area around the notch tip as damage develops and, at the same time, 
allows us to use a highly refined mesh around the crack tip to include details of the 
microstructure. 

Details of the finite element mesh are shown in Figure 6. Using several levels of transition 
elements we were able to change the scale of the elements from about 2 mm on a side at the 
highest level (Figure 6a), down to elements of less than a micron in the process zone. As shown 
in Figure 6d, at the notch tip, we developed an algorithm that provides a mesh for grains, second 
phase particles, and grain boundaries, and that maps the grain structure onto a radiused notch. 
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a) CT specimen   b) Notch 

 

  
d) Notch tip    e) Grain structure around process zone 

Figure 6. Finite element mesh of CT specimen for implicit time integration. 

Details of the mesh structure within the process zone are shown in Figure 7. Figure 7a gives a 
representative microstructure for IN100, clearly showing the grain and gamma prime particles. 
As shown in Figure 7b, the computational grain model for the microstructure is built up using 
hexagonal blocks, which gives great flexibility in modeling the details of the microstructure 
geometry. The small green parts represent second phase gamma prime particles, and the alpha 
grains are shown in other colors. 

We developed an algorithm to “grow” a representative grain structure using hexagonal building 
blocks, in which each hexagon is identified as belonging to a grain or gamma prime particle in a 
random way within specified constraints. The algorithm starts at one hexagon location and then, 
using a random number generator, determines whether neighboring hexes are continuations of 
the current grain (or gamma prime particle), a new grain, or a new gamma prime particle. The 
algorithm bases the choice on user-specified parameters such as the size of each hexagon (here 3 
microns), the average size of a grain and a gamma prime particle, and the ratio of grains and 
gamma prime particles (in terms of surface area).  
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As shown in Figure 7c each hexagon is meshed into 12 quadrilateral elements. The chosen mesh 
structure assures that the shapes of all the elements are well conditioned. As shown in Figure 7d, 
the grain boundaries are modeled explicitly to account for the distinct material and damage 
behavior of the grain boundaries as compared to the response of material within the grains. 

 

   
a) IN100 microstructure  b) grain and gamma prime particle representation 

  
c) hexagonal mesh of grains  d) mesh of grain boundaries 

Figure 7. Details of the finite element mesh in the process zone of the CT specimen. 

Example Calculation 
To demonstrate the model, we calculated damage evolution and fatigue crack growth in the 
process zone of a cyclically loaded IN100 CT specimen, shown in Figure 6. The loading was 
applied by specifying a displacement history for the two loading pins, as shown in Figure 8, for 
the first 7 cycles with a load ratio (minimum load/maximum load) R, of 0.05.  

For implicit time integration, the choice of time step is not nearly as restricted as for explicit time 
integration. In fact, we can perform a loading cycle in relatively few steps (e.g., 6 steps). Because 
the time step for explicit integration is based on the sound speed across the smallest element (on 
the order of a nanosecond for a 5 micron element), to calculate several cycles of fatigue response 
for the entire specimen using explicit integration would take too long to be practical. For this 
example, using implicit time integration, the model contained about 30,000 elements and each 
cycle took about 10 minutes of CPU time using a single 2-processor node on our Linux cluster. 

0.010 mm
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Figure 8. Loading history for CT specimen 

Figure 9 shows overall effective stress contours in the CT specimen under peak load. High 
tensile stress concentrations are evident at the notch, and high compressive stresses are present at 
the loading pins. The applied displacements (+/- 0.40 mm at the pins) were chosen to give a 
maximum load about equal to the baseline stress intensity of 30 MPa√m.  

Effective stress 
(GPa) 

 
Figure 9. Effective stresses in loaded CT specimen. 
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The maximum principal stresses in the grain structure at the notch tip are shown in Figure 10. 
The calculation shows the overall stress gradient at the notch tip that exists across grains in the 
microstructure. It also shows the nonuniform stress distribution in the grain structure due to the 
microstructure, in particular “hot spots,” or high stresses that could produce microcracks ahead 
of the crack front. 

 
Figure 10. Principal stresses at the grain level around the notch. 

Figure 11 shows calculated growth of a crack through the IN100 microstructure under load 
cycles 4 through 6. Fringes of maximum principal stress are shown, illustrating the stress 
concentration that accompanies the crack tip as it progresses through the microstructure. Note 
that the stress distribution varies with location as a result of the differences in microstructure the 
crack encounters while growing. The crack grows by failing elements at the crack tip. A creep-
type failure criterion was used. Failure occurred if the maximum principal stress in an element 
was above a threshold stress for longer than a specified duration. Note that the crack initiates at 
several locations, but that only a single crack path develops. 

For future reference we note that the plastic strain in the element at the time of the failure affects 
the topology of the fracture surface. Thus the calculated results are useful in failure diagnostics 
and in interpreting the results of FRASTA, which is a technique for fracture surface topographic 
analysis [11, 12]].  
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a) cycle 3     b) cycle 4 

  
c) cycle 5     d) cycle 6 

Figure 11. Calculated plastic strain distribution around growing crack. 

Discussion 
The computer images in Figure 10 depict the details of how stresses and damage evolve in the 
IN100 microstructure.  After three loading cycles, material farther than 40 microns from the 
notch surface senses no enhanced load, but a band of material beneath the notch surface about 40 
microns wide experiences enhanced principal peak stresses of about 0.7 GPa and material within 
about 10 microns of the notch surface is stressed to 1.2 GPA, Figure 10a.  The elevated stresses 
in the 10-micron band are sufficient to activate slip on favorably oriented crystal planes. The slip 
bands pile up at grain boundaries and concentrate the stress where they meet. Microcracks 
appear where the stress concentrations exceed the failure strength.   

On the next load cycle several additional microcracks nucleate at the notch surface and a 
previously nucleated crack bifurcates and extends into the material. Stresses are elevated at the 
tips of the bifurcated crack, whereas material in the crack wake experience compressive stresses.  
Material outside the compressive zone is unloaded. 

In Cycle 5 the crack branch with the smaller stress at its tip ceases to grow and the other branch 
propagates as a single crack. Growth is transgranular and along gamma prime interfaces. The 
crack wanders through the microstructure seeking the path of least resistance, i.e., grains oriented 
such that weak crystal planes and grain boundaries are nearly perpendicular to the tensile stress 
direction. 
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The failure surface resulting from the wandering crack consists of the exposed surfaces of grains 
that have been traversed by the crack and those whose boundaries have failed.  Deformation 
preceding grain failure is also manifested on the surface.  The amount and character of this 
deformation is dependent on the loads, and hence provides a route for failure analysts to deduce 
the load conditions that caused a component to fail. The FRASTA technique, which compares 
the topography of conjugate fracture surfaces, attempts to measure this deformation and extract 
the causative load conditions. 

Thus, the results of the model are qualitatively and intuitively in accord with expected evolution 
of microstructural deformation and failure [4-9]. The results should be compared with 
observations and data obtained by serial sectioning or focused ion beam examination of cross 
sections taken through the crack front.  Further, the predicted and measured failure surface 
topography should be compared quantitatively to evaluate the use of the model in failure 
diagnosis.  

Current Status of the Model and Recommendations for Future Work 
We have developed and demonstrated a computational model for simulating the evolution of 
damage and growth of microcracks at a crack front in IN100 under cyclic load. The model shows 
the feasibility of using advanced finite element modeling techniques to compute fatigue crack 
growth through a superalloy microstructure.  

In its present state the model can be used to investigate the effects of microstructure on crack 
nucleation and growth. This can be accomplished by performing parameter studies in which 
aspects of the loading and microstructure of the material are varied. For example, simulations of 
the Tests 213 and 216 under other combinations of Kmax, ∆K, stress ratio R, and frequency would 
indicate their effect on damage evolution and assist in quantifying model parameters. 

The CT specimens analyzed previously showed a significant difference in failure mechanism for 
high and low frequency cyclic fatigue. Under low frequency cycling, fracture was intragranular 
but under high frequency cycling it was transgranular. We suspect that the difference is due to 
the occurrence of creep at the grain boundaries during low frequency cycling, which leads to 
grain boundary failure. In the current model the grain boundaries have the same properties as the 
grains. We need reference data describing grain boundary response in IN100 to better 
characterize deformation properties of the material at the grain boundaries, especially with 
regard to creep properties.  We need to model this frequency-dependent response and implement 
a creep-type material model into the grain boundary elements.  

In developing a model for IN100, we used NASA’s [13] cyclic stress-strain curves from round 
bar tests and crack growth rates for CT specimens.  The microstructural aspects of the model 
need to be checked and further developed by including microstructural observations and data. 
We suggest performing interrupted fatigue experiments, in which microstructural and loading 
parameters are varied. The specimens should be assessed metallographically to check the fidelity 
of the computations and to acquire insight and data for model refinement.  The data should 
include slip band dimensions and details of topographic features on fracture surfaces. 
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IV. DETERMINING OVERLOADS AND CRACK RETARDATION FROM A FAILED 
PART 

Fatigue failure surfaces were produced in nickel alloy IN100 under steady-state cyclic load 
conditions and isolated overloads of magnitudes up to 1.75 times the baseline stress intensity. 
Fracture surface topographies at the overload sites were measured by confocal microscopy and 
analyzed by FRASTA to determine the size and shape of the plastic crack opening stretch (COS). 
The deviation from the linear relation between crack length and COS indicated the overload 
magnitude and crack delay, showing that load conditions and crack histories can be deduced 
from a failed part. 

Background 
Fatigue of aircraft components is a major DoD problem, resulting in large annual costs and 
sporadic fleet groundings. [1] When a component fails, details of the crack nucleation and 
extension are sought so that the component can be redesigned or operation, inspection, and 
maintenance protocols can be adjusted to reduce the likelihood of future failures.  

If crack history could be reliably monitored or predicted, cracked components could be taken out 
of service before they failed. Under steady-state cyclic loads, crack growth rate is constant. But 
the baseline steady-state cyclic load conditions of many aircraft components are superimposed 
with a random spectrum of overloads and underloads of variable amplitude and frequency, and 
these can strongly disrupt steady-state crack growth. [13, 14] Thus, a turbine disc may fail before 
the end of its expected mission life, because the overload spectrum experienced by the disc was 
unknown and therefore not accounted for in the fracture mechanics models used to predict life.  

This situation could be improved if a way existed to determine the spectrum of overloads 
experienced by a component during service. But this is often difficult. Pilot reports are usually 
qualitative and often unreliable, and on-board sensors generally do not provide information close 
enough to the failure to be useful. In many instances the failure analyst must attempt to extract 
the operative loads and crack history from the failed part.  

Here fracture surfaces are invariably turned to in seeking the critical information. An overload 
should stretch material at a fatigue crack front, blunt the front, and leave a mark on the fracture 
surface after the crack advances. Moreover, the extent of crack front stretching should be 
proportional to the overload magnitude. Thus, if markings could be observed and measured, it 
may be possible to assess the number, sequence, and magnitudes of overloads from examination 
of a failed part.  

A number of researchers have attempted to extract load information from fracture surfaces.  
Murakami, Furukawa and their colleagues [15, 16] microtomed fatigue fracture surfaces of an 
aluminum and two steel alloys and found a relationship between the stress ratio, R, and the ratio 
of striation height and spacing.  This relationship, when combined with striation spacing versus 
∆K data, permits determination of the maximum and minimum stresses of the cyclic load 
spectrum.  Kaneko et al. [17] applied a 3D scanning electron microscopy (SEM) technique to 
quantify fracture surface roughness of a nickel alloy and correlated the result with vibratory 
stress.  They also used electric backscattering patterns to measure the depth of the plastic zone 
beneath the fracture surface and correlated it with Kmax. They claim an accuracy of ± 25%.  

Ranganathan and coworkers [18] identified facets, striations, and dimples as salient features on 
fracture surfaces of three aluminum alloys and developed a grid technique to quantify their 
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spatial distributions. Plots of percent area of the feature versus load parameters showed that peak 
to peak load ratio and maximum stress intensity factor are most important in determining fracture 
surface appearance.  The authors proposed a fractographic technique for determining Kmax and R 
for both block loads and variable amplitude loading.  

Varvani-Farabani [19] and Kardomateas [20] considered the plastic crushing of fracture surface 
asperities as a measure of stress ratio, R.  The height of surface irregularities as measured with 
confocal laser microscopy in [19] decreased linearly with increasing compressive overloads, 
resulting in reduced crack closure and increased crack growth rate, and pointing to a way to 
estimate loads via fractography. Compression-induced abrasion marks were evident when 
examined with SEM.  A micromechanical crushing model of crack face asperities [20] predicts 
load ratio, R, from fracture surface roughness.  

Other workers have attempted to determine material properties fractographically [21, 22, 23, 24]. 
The blunting that occurs at the tip of a fatigue precrack when a fracture toughness specimen is 
loaded to failure manifests itself on the fracture surfaces, producing a stretch zone with clear 
boundaries, namely a distinct width (stretch zone width, SZW) and height (stretch zone height, 
SZH).  Stretch zone dimensions have been measured with profilometry, stereo techniques, and 
Moiré interferometry, and a relationship has been found between SZW and SZH and the crack 
tip opening displacement, and hence, the fracture toughness of the material.  It has been 
suggested that stretch dimension measurement is a method to determine fracture toughness of 
materials.  A number of researchers have published data for ductile materials such as Armco 
iron, pure copper, etc., that support the suggestion.  

The success in determining fracture toughness fractographically suggests that overload 
magnitudes might be obtained from the fracture surfaces. Subcritical stretch zones will result 
from loads insufficient to cause failure, and the height will vary according to the overload.  Thus, 
when an overload is applied to a specimen or component containing a fatigue crack during cyclic 
loading, the crack tip is blunted, and if the stretch zone height can be measured, a quantitative 
estimate of the overload might be obtained.  

However, it is not sufficient to measure the SZH on one surface only and then double the result. 
Krasowsky [25, 26] and his colleagues showed clearly that the stretch height is not 
symmetrically divided on the two fracture surfaces.  Because the crack usually grows from the 
blunted zone at an angle to the nominal fracture plane, the deformation left on one of the surfaces 
may be quite different on the other.  Therefore, in attempting to extract overload magnitude 
fractographically, the SZH on the mating surfaces must be measured and added.  

The goal of this work was to develop a method for detecting overload markings on fatigue failure 
surfaces and for estimating overload magnitudes. We applied a technique for quantifying and 
analyzing failure surface topography to nickel-alloy compact tension specimens tested under 
well-controlled fatigue conditions with systematic overloads. 
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Approach 

Test Data 
Two compact tension specimens of nickel superalloy IN-100 (AS-213, AS-216) were tested at 
650°C under well-controlled fatigue loading conditions by workers at the AFRL. Fatigue cracks 
were grown at a constant baseline maximum stress intensity of 30 MPa√m. The two specimens 
were tested at different stress ratios, R=0.05 for Specimen 213 and 0.50 for Specimen 216, and 
for each specimen the crack was initially grown at 20 Hz and then at 0.167 Hz. For each set of 
conditions, overloads of three different magnitudes (37.5, 45, and 52.5 MPa√m) were applied, 
separated by several millimeters of crack growth, so that effects of individual overloads could be 
determined.  

Crack front location measured by the DC electric potential (DCEP) drop technique is plotted as a 
function of loading cycles in Figure 12.  

 

Table 1 lists the steady-state crack growth rates for the four different sets of conditions. The 
crack grows about three times faster for R=0.05 (∆K=28.5 MPa√m) than for R=0.5 (∆K=15 
MPa√m) and four to five times faster at 0.167 Hz than at 20 Hz. 

 

Figure 12. Crack extension as a function of number of cycles for fatigue tests on IN-100 
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Table 1. Steady-state crack growth rates 

Kmax Kmin Stress 
Ratio 

Frequency 
(Hz) 

da/dN 
(µm/cycle) 

30 1.5 0.05 0.167 1.80 
30 1.5 0.05 20.0 0.328 
30 15 0.50 0.167 0.503 
30 15 0.50 20.0 0.131 

Overloads 
The disruptive effect of an overload can be seen by examining fatigue crack length as a function 
of the number of cycles. Figure 13 shows the relationship for the third overload (52.5 MPa√m at 
cycle 29434) on the section of Specimen 213 tested at 20 Hz. In the region before the overload 
this curve is linear; i.e., the crack velocity is constant at about 0.33 µm/cycle. At the site of the 
overload, the velocity decreases significantly, then slowly increases until, about 2000 cycles after 
the overload, the crack again grows at the initial velocity. By comparing the initial and final 
curves we can assess the delay in the crack growth due to the overload in terms of cycles (about 
1600 cycles) or crack extension (about 400 µm).  

 
Figure 13. Delay in crack extension due to overload 

Fracture Surface Topography Analysis 
Figure 14 shows a portion of the fracture surface for IN100 tested at R=0.05 and 20 Hz. The 
striations on the surface were produced by the DCEP procedure used to measure the crack 
length. During the test, fatigue cycling was slowed to measure the crack length, and the fracture 
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surface at these locations had different features than that generated by the baseline 20 Hz fatigue 
cycling. As shown in Figure 13, by measuring the striations and comparing the crack growth 
rates, we were able to assure confidence in the DCEP measurements. 

 
Figure 14. Fracture surface showing features for crack length measurement at 

overload applications. 

The failed specimens were analyzed using FRASTA, a procedure in which topographs of the 
conjugate fracture surfaces are juxtaposed and positioned relative to each other to simulate the 
configuration of the crack faces as the crack grows during the fatigue tests (Figure 15). As shown 
in Figure 15a, topographs created using a scanning laser confocal optics microscope are initially 
positioned so that the two reference planes are parallel and the fracture surfaces line up. Then, as 
shown in Figure 15b, the reference planes are rotated by an angle θ/2 and the fracture surfaces 
are projected onto the rotated planes. The angle θ is typically small (on the order of 1°) and 
corresponds approximately to the crack opening angle for the baseline loading. As shown in 
Figure 15c-f, as the upper topograph is displaced upwards, as measured by the conjugate 
topograph displacement (CTD), the crack apparently grows and the crack front location (CFL), 
defined as the intersection of the two topographs, moves from left to right.  

 



 

21 

 
Figure 15. FRASTA procedure for reconstructing crack propagation. 

For two fracture surfaces that line up exactly, for example a crack in a brittle, elastic material, as 
shown in Figure 16a, the CFL has a linear relationship with the CTD. The slope of the curve, S, 
as shown in Figure 16, is given by, 

 S= tan(θ) eq. 6 

Crack surfaces developed under steady-state conditions with plastic deformation at the crack tip 
have a uniform field of accumulated plastic strain beneath the fracture surface and would 
produce the same CTD vs. CFL curve. However, under overload conditions, additional plastic 
strain is developed beneath the crack surfaces in the region around the overload application. This 
accumulated plastic strain shows up as additional overlap between the fracture surfaces and thus 
increased CTD is required to advance the crack. The accumulated plasticity appears in the CTD 
vs. CFL curve (Figure 16) as a deviation from the otherwise straight line. The magnitude of the 
deviation in terms of CTD is a measure (in µm) of the accumulated plastic strain below the 
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surfaces (in addition to the steady-state value) due to the overload. Hence the CTD is the 
increment in crack opening stretch (COS) [27] resulting from the overload. 

 

 
Figure 16. Relationship between plastic strains below the fracture surface and 

conjugate topograph displacement in FRASTA. 

Analysis 
For the fracture surface regions around each of the overloads we generated deviation profiles and 
peak deviations from the CTD vs. CFL curves and correlated these with the overload magnitude. 
From the crack extension histories, such as that shown in Figure 17, we estimated the effective 
delay in number of cycles due to the overloads. We were then able to correlate the peak deviation 
caused by the overload to the effect of the overload in terms of number of cycles delay and 
investigate the effects of load ratio, R, and cycling frequency on this relationship. 

As an example, we illustrate the procedure for the section shown in Figure 14, the third overload 
(52.5 MPa√m at cycle 29434) on the section of Specimen 213 tested at 20 Hz. Figure 17 shows 
the CTD vs. CFL curve along with a linear segment fit to the pre-overload section. The location 
of the overload is at about 400 microns on the CFL. The effect of the overload is clearly visible. 
At some distance (about 50 µm) before the overload, the curve begins to deviate from the pre-
overload section, and then slowly returns to a curve parallel to but offset from the initial line. 

Slope = S



 

23 

 

Figure 17. CTD as a function of location on the fracture surface. 

As explained above, the deviation from the pre-overload straight line is related to the additional 
plastic strain in the region beneath the fracture surface around the point of overload application. 
Figure 18 shows the deviation in CTD as a function of the distance from the overload. This curve 
has a peak of about 2.2 µm, located about 100 µm beyond the location where the overload was 
applied. The offset after the curve returns to the initial slope may have contributions from several 
sources including:  

(1) Changes in steady-state conditions caused by overloads. Because the tests are performed 
under constant stress intensity, the load is adjusted for the crack length as determined with 
DCEP. Any error from the overload in determining the crack length would change the 
steady-state loading conditions and add an offset. 

(2) Problems with resolution in determining the CTD vs. CFL curve  

(3) Uncertainties in setting the slope of the initial line.  
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Figure 18. Deviation in CTD as a function of distance from overload. 

The peak deviations and the delay in cycles due to the overloads for Specimen 213 (R=0.05) are 
listed in Table 2, and plotted in Figure 19. There is good correlation between the peak deviation 
and the delay in number of cycles. As the deviation increases, the delay is greater. The two 
curves for different frequency loading are close to each other. The data point for 7 cycles at 52.5 
MPa√m is consistent with the data points for single overload cycles. For Specimen 216, delays in 
the crack growth were not obtainable for the 20 Hz cycling because of apparent problems in 
accurately monitoring crack length. The curve for the 0.167 Hz section has the same basic shape, 
but lies well above the curves for Specimen 213. 

Table 2. Peak deviations and delay cycles for IN-100 Specimen 213 (R=0.05) 
 OL Peak Dev 

(µm) 
Delay 

(cycles) 
20 Hz 37.5 0.42 145 
 45 1.3 566 
 52.5 2.2 1655 
0.167 Hz 37.5 0.25 35 
 45 0.56 151 
 52.5 1.1 483 
 7@52.5 1.9 1026 
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Figure 19. Relationship between delay in crack growth due to overload and peak deviation. 

Estimating the steady-state plastic strain 
As described above, the deviation of CTD from the steady-state straight line gives plastic strain 
caused by overloads in addition to that produced during steady state crack growth. Ideally, we 
would like to have the full value of plastic strain accumulated below the fracture surface. To 
estimate that value, we constructed the curve shown in Figure 20, which shows peak deviation as 
a function of overload magnitude. The data points from the experiment are at overload 
magnitudes of 37.5, 45, and 52.5MPa√m., but are shifted by an unknown steady-state value at 30 
MPa√m. We also know that at 15 MPa√m, IN100 reaches a fatigue limit, i.e., fatigue cracks 
won’t grow. Assuming a value of zero plastic strain at 15 MPa√m, we simply tried steady-state 
values for deviation at 30 MPa√m and tried to get curves with monotonically varying slopes. 
Values between 0.4 and 0.7 µm for 20 Hz and 0.2 and 0.4 µm for 0.167 Hz gave reasonable-
looking curves.  
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Figure 20. Estimate of steady-state plastic strain. 

Evaluation of Models 
We compared the measured delays caused by the overloads with the predictions of the formula 
given by Wheeler, [28] 
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where ra is the current crack length, 0a is the crack length at the time of the overload application 
and piC is a retardation parameter given by  
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where yR  is the radius of the yielded zone due to the overload and m  is a material parameter. 
The model was fit to the data with the exponent m=3.1 by matching the final offset for crack 
extension for the 45 MPa√m overload for Specimen 213 at 20 Hz. As shown in Figure 21, the 
model gives a reasonable estimate of the delay resulting from overloads of 37.5 and 45, but 
overpredicts the delay for 52.5 MPa√m by almost a factor of two.  
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Figure 21. Crack extension as a function of cycles for Specimen 213@20 Hz. 

For Specimen 213 tested at 0.167 Hz, the model gives reasonable estimates for all three 
overloads (Figure 22). The data for 52.5 MPa√m is somewhat suspect because the steady-state 
velocity for the crack well after the overload is less than that before the overload.  

 
Figure 22. Crack extension as a function of cycles for Specimen 213@0.167 Hz. 
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Discussion 
The Wheeler crack retardation model results in a factor that directly reduces the fatigue crack 
growth rate and requires an empirical exponent.  Widely different exponents are needed to fit the 
test data, suggesting that the exponent is sensitive to factors other than material variations, for 
example, the frequency of the loading. 

Willenborg [29] proposed an alternative model in which crack retardation results from a 
reduction in the crack growth driving function, ∆K. He computed a lower “effective” ∆K by 
considering the residual compressive stress that exists in the crack tip region when the overload 
is released.  

Conclusions 
• The crack tip blunting produced by an overload results in a topographic feature on the 

fracture surfaces. 

• The size and shape of the ridge can be measured by confocal laser microscopy or electron 
stereoscopy. 

• The incremental increase of plastic displacement of the overloaded crack front can be 
obtained by juxtaposing the conjugate topograph surfaces in the configuration of the 
crack faces during fracture. 

• The peak deviation correlates with overload magnitude and crack retardation. 

• The overload history of a failed component can be quantitatively deduced from the 
failure surface. 
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V. APPLICATION OF DISCRETE COSINE TRANSFORM TO FRACTURE SURFACE 
ANALYSIS 

Fracture surfaces hold information important for prognosis and diagnosis tool development. 
Remnants of the deformation and microfailure that occurred in the microstructure in the vicinity 
of a crack front as the crack propagated through a material are exposed on the surface after the 
crack front has passed. These deformation and microfailure features constitute the end point of 
the microstructural failure process, and their characteristics can help quantify and verify 
microstructural failure prognosis models. The feature characteristics are also useful for 
developing failure diagnosis tools, providing a link to the load history and crack history of the 
failed component. 

However, to be useful in developing prognosis and diagnosis tools, the fracture surface features 
must be quantified. Various mathematical methods have been applied in attempting to quantify 
fracture surface features. Unfortunately, the methods usually yield average characteristics of the 
features, whereas development of physics-based prognosis and diagnosis tools requires numbers 
and sizes and locations of fracture surface features. 

Thus, present methods for extracting quantitative descriptions of failure surface features are 
inadequate. In seeking a remedy for the situation, we explored the applicability of the discrete 
cosine transformation (DCT), a technique for decomposing a signal into coefficients of cosine 
polynomials. The DCT is widely used as a tool in image compression, because of its quick 
convergence for a very wide range of images, and this property makes it attractive for use as a 
feature extraction tool in fracture surface analysis. In this section we review the principles of 
DCT, describe the special methodology we developed for fracture surface analysis, and present 
the results of DCT application to fracture surfaces. 

Background 
Researchers interested in building failure prediction tools typically take a continuum approach 
and have little interest in fracture surface features. Failure analysts, on the other hand, have long 
appreciated the value of the markings on fracture surfaces, using them to determine the crack 
initiation site(s), crack growth directions, mode of failure (brittle, ductile, intergranular), and 
failure mechanism (overload, fatigue, corrosion, etc.) [30]. The results of such feature analyses 
are usually qualitative, but if quantitative analyses could be performed, additional conclusions on 
crack growth history and load conditions could be reached. 

Methods to quantitatively analyze fracture surfaces have been slow to develop for several 
reasons [31, 32]. In the first place, a digital representation of a fracture surface image is 
necessary. SEM photographs were of little use in quantitative analysis until digital video 
technology was incorporated. Now the contrast image of a fracture surface can be quantified 
quickly and easily. Furthermore, the topography of a fracture surface can be quickly assessed 
using stereo SEM or confocal-optics-based scanning laser microscopy, making it possible to 
characterize digitally the surface roughness—an important but neglected aspect of fracture 
surfaces. 

A second impediment to quantitative fracture surface analysis was the lack of appropriate 
analysis tools and methodologies. Passoja and Psioda [33], McSwain [34, 35, 36], and Kobayashi 
and his colleagues [37, 38, 39, 40] applied one- and two-dimensional Fourier transforms to 
topographic data. Kobayashi also attempted to apply wavelet techniques to fracture surface 
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topographs. While the resulting elevation power spectrum density vs. wavelength curves 
discriminated surfaces produced under different load conditions or under different environments, 
the curves did not provided the location-specific information for features needed for prognosis 
tool development. In the meantime, a whole new approach to fracture surface analysis was 
innovated by Kobayashi and his colleagues, who developed a method to reconstruct details of the 
fracture process and the history of crack growth using digital fracture surface topography. The 
method, called FRASTA, is described in detail elsewhere [11, 12]. 

In this work we considered the discrete cosine transform (DCT) and adapted it to characterize 
fracture surfaces.  We applied the methodology to both contrast images and topographic maps of 
a surface and attempted to both characterize the overall surface and classify specified features as 
a function of location on the surface.  The procedures and results are reported in this section. 

The Discrete Fourier and Discrete Cosine Transformations 
The discrete cosine transform (DCT) derives from the discrete Fourier transform (DFT) when the 
signal function to be analyzed is reflected about one of its endpoints. 

The discrete Fourier transform (DFT) decomposes a signal, ( )f n , into coefficients of 
trigonometric polynomials of the form  
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The DFT can be used to characterize a fracture surface by providing information on the 
frequency content of the surface. For example, a rough surface will have larger components of 
high frequency content than will a smooth surface.  

Although the DFT has been used to characterize fracture surfaces [33-40], it has several 
significant problems. Foremost is a boundary effect of the signal window. The DFT assumes that 
the signal being processed is periodic, and repeats the signal consistent with this assumption. 
Unless the first and last points of the series are equal, there will be a step in the function at the 
point of repetition. The resulting DFT will contain many high-frequency components needed to 
characterize the step, which is an artifact of the boundary values, not a true characteristic of the 
surface.  

To improve the DFT characterization it is possible to modify the signal to make the first and last 
points equal. One common method is to multiply the signal by Hann’s window function (a 
smooth function with end points equal to zero) to make the signal zero at the window 
boundaries. However, this method can change the function significantly near the boundaries, and 
may affect the DFT. A second method is to reflect the signal about one of the end points and use 
the original signal plus the reflection as the new signal, ( )g n . In this case the first and last points 
are equal, and the entire content of the original signal is represented. Furthermore, because the 
new signal is symmetric, the DFT simplifies to a DCT, as described by K.R. Rao and P. Yip 
[41], and given by  
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with the reconstruction formula given by 
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where )(nw =1 if n=0 and 2 otherwise 

The DCT can also be used in the two-dimensional case with all the above properties being 
preserved. The formula for the two-dimensional DCT is, 
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and the reconstruction formula is given by 
1 1

0 0

1 (2 1) (2 1)( , ) ( ) ( ) ( , ) cos cos
2 2

M N

q p

m p n qA m n a p a q B p q
M NMN

π π− −

= =

+ +⎛ ⎞ ⎛ ⎞= ⋅ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

∑∑   eq. 13 

with )( pa and )(qa =1 if n=0 and 2 otherwise.  

DCT Analysis of an SEM image 
To demonstrate the use of a two-dimensional DCT to characterize a fracture surface, we applied 
the DCT to an SEM image of a fatigue fracture surface of IN100, a nickel-based superalloy 
fatigue tested at 650°C. The image, shown in Figure 23a, consists of 512 by 256 pixels, and thus 
requires 512 by 256 coefficients for the complete DCT. However, to show that the highest 
frequency components do not add much information, the fracture surface image was 
reconstructed using only the first 130 by 80 cosine coefficients (a compression factor of 
approximately 12.6) and, as shown in Figure 23b, the reconstructed image does not look much 
different than the original. 

   
 a) original image of fracture surface b) reconstructed image using 130x80 coefficients 

Figure 23. SEM image of fatigue fracture surface of nickel-based superalloy tested at 650 °C.  
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We can examine the physical significance of specific frequency content of the DCT spectrum on 
the image. Figure 24a shows the fracture surface image keeping the low-frequency components 
and filtering out the high frequencies, and Figure 24b shows an image keeping the high-
frequency components and filtering out the low frequencies. The image with low-frequency 
components captures coarse ridges on the fracture surface, whereas the image with high-
frequency components shows small steps in the surface and secondary cracks.  

   
a) low frequency components  b) high frequency components 

Figure 24. Reconstructed image using different frequency components. 

DCT-Analysis of Fracture Surface Topography  
The previous demonstration illustrates how efficiently the DCT works to characterize a gray-
scale image. The SEM image shows failure features such as voids, ligaments between voids, and 
cleavage facets. Additional information about the influence of microstructure on failure can be 
obtained from the topography of the surface. Therefore, we analyze the gray-scale topographic 
image of a fracture surface, such as the one shown in Figure 25 for a titanium alloy. Here the 
gray-scale level corresponds directly to the surface elevation as measured by a confocal optics 
scanning-laser microscope.  
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Figure 25. Gray-scale topography image of fatigue fracture surface of titanium alloy. 

Performing a DCT analysis of a topographic image can, for example, give a quantitative 
characterization of the surface roughness. Here we describe a procedure developed to use the 
DCT to detect and characterize local features on a fracture surface and to identify the specific 
location of the features. 

First we demonstrate the method we use to characterize roughness using a one-dimensional 
example for clarity. Figure 26 shows three surface profiles with increasing roughness. These 
profiles were generated using a function of the form, 

( ) 2 20.2 sin 0.5ng n
aN
π⎛ ⎞⎛ ⎞= −⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
  eq. 14 

where N, the number of points, is 8 and α is 10, 2, and 0.4, respectively, for the nearly smooth, 
medium rough, and rough surfaces. These profiles contain just eight data points, and each could 
be considered as characterizing a short segment of a much longer surface profile. 
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Figure 26. One-dimensional surface topographs. 

The DCT coefficients of the surface profiles according to equation 10 above are shown in Figure 
27. The amplitudes of the DCT coefficients are shown as functions of the DCT terms, given by 
the mode number m in equation 10 above (larger m is higher frequency). Note that the DCT 
terms can be positive or negative, but the rougher the surface, the greater the contribution (in 
absolute value) of the higher frequencies.  
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Figure 27. DCT transform of surface profiles. 

To get a single quantitative measure of roughness for each surface, we weight the amplitudes of 
DCT terms by multiplying each term by the corresponding mode number, m, and square that 
quantity. The resulting weighted terms are shown in Figure 28. The local surface roughness 
parameter is then taken as the square root of the sum of the squared terms. For the example 
shown, the local surface roughness values are given in Table 3. The local surface roughness is 
0.061 for the nearly smooth profile, 0.39 for the medium rough profile and 0.91 for the rough 
profile. This procedure clearly distinguishes surface roughness for the example given. 

 

 

 

Table 3. Local Surface Roughness Values 
Surface Local surface roughness 

Nearly smooth 0.061 
Medium rough 0.39 

Rough 0.91 

 



 

36 

 
Figure 28. Weighted DCT Amplitude 

To enable us to locate a feature such as local roughness on the fracture surface, we divide the 
fracture surface image into equal-sized subimages and then apply the DCT procedure to each 
subimage. What results is a scalar roughness measure for each of the subimages. Of course, there 
is a tradeoff between the number of subimages and the resolution for each subimage. Small 
subimages give very good resolution for locating the position of a feature on the fracture surface, 
but limit the amount of resolution for characterizing the feature (in the example above we used 
eight points for our surface profile). Larger subimages allow us to better distinguish features, but 
limit the accuracy to locate the feature on the surface. (To allow efficient use of DCT algorithms, 
the number of pixels in the subimage needs to be a power of 2).  After generating a surface 
roughness value for the subimages, we can identify and classify locations on the fracture surface 
based on the roughness values. We have found that subimage sizes of 8x8 pixels work well for 
our application. 

For a two-dimensional image of a fracture surface, the procedure is as follows: 

1. Divide the image into equal subimages. Choose the size of the subimage according 
to the size of the features of interest. We use a general rule of thumb that the 
subimage should be large enough to contain about 10 features. Also, for efficiency in 
the DCT algorithm, the number of pixels should be of size n2  by n2  

2. Apply the DCT. Apply the DCT to each of the subimages to a get a matrix of DCT 
coefficients. 

3. Weight the DCT coefficients. Multiply the matrices containing DCT coefficients by 
a matrix containing a weighting function, W , that brings out the desired feature. For 
example, to identify roughness we weight the coefficients by the square root of the 
sum of the mode numbers, i.e., mnmnW +=),( . This function emphasizes the 
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higher frequencies in either direction, such that rougher surfaces will have a greater 
local surface roughness parameter.  

4. Quantify the feature characteristic. For example, for local surface roughness, we 
take the Frobenious norm of each of the matrices of the weighted DCT coefficients. 
The Frobenious norm is defined as the 2l  norm of a square of 2l  norms of each 
column of a matrix. (Note: Although other norms also work well, the Frobenious 
norm seems to be the most logical because it involves both columns and rows and 
considers all the frequencies in the same manner.) The Frobenious norm gives for 
each subimage a single scalar value we call the local surface roughness. The value of 
local surface roughness characterizes the surface roughness at the location of the sub-
image.  

5. Locate the features of interest. Rank and characterize the feature values of the 
subimages. For example, for local surface roughness, we identified all the subimages 
with roughness values less than the average value minus one half of a standard 
deviation, and those subimages with a roughness value greater than the average value 
plus one half of a standard deviation. These correspond to smooth areas and rough 
areas. The remaining subimages are areas of average roughness.  

Figure 29 shows a gray-scale topographic image of a fracture surface of a titanium alloy (Figure 
29a) along with identified areas of low (Figure 29a), intermediate (Figure 29b) and high (Figure 
29c) local surface roughness. A visual comparison of the identified regions with the gray-scale 
levels of the topographic image of the fracture surface shows that the smooth and rough areas are 
well identified and their locations on the fracture surface are clearly established.  

Discussion 
The discrete cosine transform appears to be an efficient algorithm for analyzing fracture surfaces. 
Convergence is quick, and only a few coefficients are needed to capture image characteristics. 

The procedure we developed not only identifies selected fracture surface features, but also 
identifies their location on the surfaces. Fractographic features of any specified shape can be 
selected for analysis by taking appropriate weighted norms of the DCT spectrum.  The feature 
size of interest can be selected by choosing the size of the subimages. 

We expect to use the DCT analysis method to generate data for developing physics-based 
prognosis and diagnosis tools. Information on microfailure modes can be obtained concurrently 
with microstructure influences by combining DCT results from SEM images with those from 
fracture surface topographs.  A next step is to apply statistical analyses to the DCT spectrum 
data.  
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 a) original topograph b) areas of low roughness 

   
c) areas of intermediate roughness  d) areas of high roughness 

Figure 29. Original topograph image and areas of low, intermediate, and high 
local surface roughness. 
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Conclusions 
1. The DCT analysis shows promise for extracting and quantifying surface features on 

fracture surface images.  

2. By dividing the image into subimages and analyzing each subimage separately, the DCT 
analysis can relate feature characteristics to specific locations on the fracture surface. 

3. By choosing appropriate selection criteria on the DCT spectrum, fracture surface features 
such as cleavage facets, ductile dimples, and exposed grain surfaces can be identified and 
located.  

4. The DCT analysis procedure is efficient and can be automated. 

5. The DCT analysis appears to be an enabling procedure for developing physics-based 
prognosis and diagnosis tools. 
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